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Multigrid Monte Carlo Methods

Eugen+ Loh, Jr.
Theoretical Divi.ion aad Cenkr for Non Linear Studies

Loa Alama National Laboratory
Loe Abmoe, New Mexico 87545

This paper u intended to be a tutorial on multigrid Monk Carlo techniques,
illustrated with tw~ examplee. Path-integral quantum Monk Carb u own to
take only a finite amount of computer time even aa the paths are diocretized
on inliniteeimally small acaiee. A method for ehminatin critical elowing down
compktely rea’f— even for modele with dkcrete degr~ off om, ae in Potte rnodeia,
or ducrete excitations, such * kdated Vorti- ia the XY rrmdel -- m pt~rtted.

Monte Carlo methods have been used quite mrcceaefully to inveeti •t~ many-body
system in condeneed-matter physics, iStochastic simulation o er the theorist
a tool to examine models in very-high-dimensional cpacee in parametir regim
which are inaccenible to armlytical rrwthc&, Yet many of the intemting phe-
nomena in rrmny-body probkrrm occur at or IMU critical pointa in parameter
space where the critically slow hyaical dvnamice, which make thae points inter-

1eating, fleet Ihe ●imulationd ynamic. w well. Hence, critical phenomerm have
been a puticularly challenging source of difWultiee for traditional Monte Carlo
techniques,

A variety of attemptx have been made to best such critical sbwing down. 1
would like to mention two other speckera at thie workshop in puticulu. Th~ very
fir.! talk WM given by Bob %en&en, whn spoke about aoa-universal d namia
in lonte CarBo simulation, Swendsen and coworkers utilised ● mapping L tween
Pot ts rnmlele, such u the Isiog model, and ~rcolation nd.h, which do not sufler
from critical slowing down, to chm

8
the dynunice of Potte eimubtione, This

mapping ww fht described b FO

t\l
UIN and KASTELEYN [1 , ueed for Monte

Carlo simulation by SWEEN !/2, and adapted diflerent~y by WENDSEN and
WA NC [3], The reeultant ●imu ●tion flipe dkccmnected, rrtocbeotically defl-md.
cluoters ●t random, Since, ●t criticality, thae clusterx are preeent at all kn~h
scakx, the d ●amica of tbe *imulation slow down much km dramatically with

isystem ~ize t an for local-update algorithm.

Ako, Alan Sokal dacribed mukigrid methods which -Id bbck all vuiald~
In a local doma.m together into ● singk coareo-grid vuiable, Couaening detw-
mmisticall in this way, th~ einndtiiona ~uld perform lattice updata OL every
length sc L and m, again, than e t6e dynamite of the emulation. Such an ●p
preach pmvee to eliminate rritic A nlowing down compktely for ‘trivial” llamilt~
nlans such u the gmamian model For systerna with dkcrete●xcitations, on the
other hand, the acceptance ratm

r
down exponentially with tbe length acak

of the Monle Carlo move, Thus, t ew rrmltigr~d methode can only oiler aavmga
In computer tmw by cdkcting d~grww of fr.wdom and proc~mg them together
and by therrrmhxin~ rontmucmt •xrltat~ona ‘rhe dticr~te cxcltatirma, m contraat,
01111nufier from critical Awing down This hu hen (Ibaerved in simple-blocklng
slmulatmns of the XY model ●hmw thr Koxterlltz-1 houl~ tcmp~raluw, whm
the dmcr~tc excitatmns •r~ th~ IoolBtm4 vortmw, and In ● ~’ acdu-fbld model



in a double-well potential [4]. Other, self-admittedly disappointing, attempts 5]
ihave been made to generalize the Fortuin- Kuteleyn mapping to ~~bitrary mode S.

And, ofcourae, there have been man other efforts to addrem critical slowing down
1that have not been repreunted at t is workshop.

In this talk, I will try to give a tutorial on multigrid methods by di=usain two
!very simple ~dek: a single quantum-mechanical parttcle in a harmonic wel and

the Potts model. From the harmonic oscillator, we will aee how hiqh-order inter-
polation schemes can be used to accelerate simulations of systems with continuous
degrees of freedom. The thermodynamics ofs quantum partick may be studied by
summing over psths of the particle in imaginary time, dkcretized in nonzero tmw
steps Ar. We will see that the study can ach~ve the accuracy of an arbitrarily
small dizcretization ste even in a finite amount of computer time through the use
of multigrid methods. 1’will also discun a stochastic coarsening procedure, which
war propooed by BRAFJDT [6] and studied by KANDEL et 4.(7 For the Potts

imodel, the procedure reduces to SWENDSEN and WANG’s use o FORTUIN and
KASTELEYN’s mapping to percolation models. Using the coaraenlng procedure
to employ multigrld ideas provid- a means for eliminating critical slowing down
completely even in the presence of discrete excitations. Thie ia eeen in n. !It;grld
simulations on the ttvo-dimensional king model.

hf~t of all, multigrid ideam are only starting to be wed irr Monte Ctilo sim-
ulat Ions. What 1 hope to do, then, ia simply to invite otherz to think about
rnultlgrldr.iing, using natural geometrical considertiiona in improving stmulationai
methods, -peclally in the study of critical phenomena.

‘2 Quantum mechanical harmonic oscillator

We firstconsider ● single quantummechamcal partick in ● harmonic well. The
}Iarnlltonlan deacrlbing the motmu of the putlcle u H = T + k’ with

T+ (2 1)

where the quantum-mechanical nature of the putick uiwo from the fact that
(p z] = -ih # 0. Of coume, the natural solution to this modei coma from rewrlt-
Ing the pomtion and momentum coordirmtea m terrrm of th? crvatton and annlhl-
Iatlon op~rators bt snd b, resuitmg in the diagonal, aecor.id-quantued Hamtltonlan
H = IL(b?b+ 1/2)

Instead, sntlclpating numerical solutions of Ieu tractabk uantum Harndt-
Xnir+ns, w adopt Feynmann’s ~ath-integrai formalism. Whik ot ●r speakers have

alrmdy developed this formaham, 1 praent the mrrtml featura $ere once mom
Expandlrrg the putttwn funct~on

(72)

M a product of L. Identicd factors, we may now ●pproximate exp( – Jr //) *
exp(– Ar T) exp(-Ar V) If Ar = L)/L u mde miltably small. Working In a
powtwr.coordmate haaw, the factor exp( –6r V) u dmgonal and e-y to handle
rhr bm?tlr -mer~ factor, exp( –Ar T), u simply the free- putlck propagator in
[Iriagtnary tirnr: It u the gaumlan



Ar. Thie -called lkttet approximation hae been well studied [8] and ix the
foundation of -t qu~t urn Monte Carlo work.

Peopk speak of the quantum partick aS being represented by a polymer or by
a world line iII im@mry time. In the latter picture, the world line is described
only at discretized ti~ Ar, 2Ar, ... . fl. At each of the di.scretixed times, the
world-line coordinate feels m external force from the harmonic potential ax well
aa spring forca from ita nei hbora in imaginary time. In the limit Ar -D 0,

i?theee spring forca become in nitely strong. Her,ce, the world line u continuous in
imaginary time. Quantum mechanically, however, whik such hex are continuous,
they are not differentiable. Th~ ph sical property manif-ta itself in simulations M

[statistical noiee in meaaurementa o obeervabka which depend on short im
Y

“nary-
time scdea. As one pa to the ze~temperature limit, ~ - cm, the “po mer”

Lbecorrwe infinitely Ioug with correlations on the imaginary-time eca @ r - 1/ In
the claaaical limit h -0, the correlation time divergea and the world Iinea become
completely ntraight.

(r91ng the ~~*ur bre~up, we have reduced the quenturrwnech~ical partition
function to a high-dimensiond sum amenable to cl-ical Monte Carlo techniques.
At this point, one may treat the sum using a local-update al orithm 9], accepting

6YLor rejecting proposed movu Z(r) z r(r)+tl according to the etro algorithm.
Unfortunately, such “wiggla” of the world Iinea require 4 ~ Ar for reasonable
acceptance ratioa, meaning that Monte Carlo move-e muet becwrta very wrrd.
Furthermore, the ktter formula ~ume~ Ar IL a 1, rmmning that each local
move can only tiect ● ae

r
nt of the world line which u very short compared

to the correlation time. O course, thk situation u exacerbated in the treatment
of man -putick aysteme, for which the correlation times can grwr much larger,

Jeapeci !y if the system goes critical,

One eolution to thrn WRcuity wax alluded to by Farid Abraham in hia diemw
nion d quantum He on grephik. One may “Fourier ucelerate” the simulation
by ccrnsidering nonlocal mova of the form z(r) - s(r) + ~ . c@fl ~(r - ro))
for all points on the world line at once. Not only may one w much larger step
mea 6n for small fl, accekratiug nmvement through ph- space for the long time-
acak modes, but one may also sample the varioua modes with different aarnpling
frequencma, Fourier-accekrated Lan~evin aimulationa take advantage of this flcx-
lbillty by uai$nmg diflerent “m~ to the varioua fourier rnodee of the system.
For example, d one u interested in meaeuring only the partick’a mean-equue di~
placement, which dependa only on Q = O chuacteriatics, then it ia straightforwud
t~ show th~ the high-fl modes should be aampkd with frequency - $1-’ for OP
tlmd statistics. In contrmt to rnmt quantum Monte Carlo algorithm, for which
more Iattlce sweepe are needed u Ar -0 to achieve the same quality statktics,
thu procedure doeu not sbw down unce only a finite number of Iattlce meepa WIU
be required for high-fl modee, ewn u the number d thm mods diverga. Put
anoth~r way, the mean-equue dbplacement dependa emtehow only on the very
Ion eat tirrw scale. The 0-4 rule only @au me s aease of how often the other

!!mo a must be sun led to eneure ergmhcity —
t

that U, to ensure that the syttem
can aunpk all of p w ●pace. Of coume, the simulatioii doa slow down m the
eenae that the computer tune required fbr ● oingk SWP increm ea Ar vaniahea.

(In contr~t k Ioii -timw Je obeervabia, ccrnaider meamrementa of ‘he pu-
tlcle’a kmec}c energy t aIvely, one would ma-ure the expectation value 01

< r(r+ Ar)lTexp(-Ar T) Is(r) > / < z(r + Ar)bxp(-iir T) Is(r) > , (2.4)

glv~ng one the kmctlc.cncrg,y eatlmator

I m (z(r+ Ar) - r(r)); >
<’r>=—–-

2 Ar ‘< 2 (3rh)2
(2 5)

l“h~ nondlfk~nt Iabthty of thr world line requlrm the I/2Ar tmm for convergence
“rh~ ●stlmator ( 2 5) de ends on all modu of the world Ilne ●nd would require one
to 9arrlple one valu~ or (1 M oftrrr u the next AB the wnaglnary time vartat)le



IS diacreti.zed on a finer and finer scale, more and more lattice sweeps would be
requwed and yet the meaauremento would still be mote noisy. )

In most Monte Carlo simulation, one updatea only one degree of freedom at
a time. holding all othera fixed for that update. Ergodicity u achieved by subse-
quently updating other degrees of freedom aa well. In our mtdtigrld approach, kt
us ho!d fixed mterpolationa of the world line while updating ● paitiou coordinate
Z(T). Consider a ebort time segment m - Ar < r < n + Ar of the world line,
which is defined by its coordinate at the diacretixed titms, r(~ - Ar), z(~), and
Z( r. + Ar). \Ve fix a particular interpolation of this aegmertt by fixing the displace
ment z(ro) - (x(ro - Ar) + r(rrJ + A*) 2 of ~(n from the Iineuiy interpolated

u Jpoaitmn (r(ro - Ar) + z(m + .ir))/z. igher- an lower-order interpolatiooa are
poambie.

To mtdtigrid the simuiatiort, thett, we first define the world line of the particle
on a very fine grid — that is, the ima@nary time ia dkcretiwcl on a very fiue
time scale. We then “decimate” the poattio~ coordinate at every other time step
by memorixin ita displacement from an interpolated value which u defined in

tterrtm of coor inates that are not decimatad. Since degrea of freedom have been
elimmaced from the deatriptlon of the world line, the ccrutO( updates on the coaraer
Ieveia decreues invmwly with the timeacak.

In order to perform u dat- on the couaer time acak, we must write exp~
Jslons for the renormahae ution of the path. There are two contributions to the

action over these ment n-Ar, n, ru+Ar
%

— one due to the kinetic energy and
the other due to t e ext.errd potentitd. Writing Z* = z(% ~ Ar) U4 Z. = z(ro)
and fixing c = Z() -(x+ +z. )/2, get

= Ar
m((z+ - (’+: ‘- +C))’+ ((+ “: + ~) .- =-)2)

2 (Ar h)a

??3(2+ - 2-)’ WUJ
—+ Ar—.

= ‘2 ‘r) 2 (2 Arh)a (Ar h)~
(2.6)

Hence the ktnetic-energy contribution to the action oa the coarser time scale haa
the same iorm M that on the finer scale with Ar - 2Ar. The second term u simply
● contributmn to the action which depertds only on the particular interpolation,
c, and not on the coarae degrmw of freedom.

The potential energy contribution to the action ia SV = A“~, V’(r(r)). The
contribution from the aegrmrnt ro - Ar, m, rtI .} Ar u thcmfore

(2Ar) ~(z+, r-) = Ar(V(8+, zG)+ V(S41,S-)) , (27)

J’-where ~ u the renormalixed tisl which depends on the puticular intmpol~
tmn and so, of ca:raa, tx Ax with relation to the ibterpcdated value (~+ + r- )/2.
IVhde ~ grows In compkxlty M it k coametted repeatedly, this is not true In aev~ral
lntereatmg caaea [n putlcular. for the hrumonJc potentml. V remama quadr~t!c
no matter how many tuna It u ~ .ned

The multignd ●lgorlthm, then, M com~ of coaraenm
r

, local Monte Carlo
updat~ on the varmua time uak, and uncoa~nmga. ‘ o go back to ● finer
time acak, one s~mply Interpolate between the d&crwtised tirrws and adda back
in the fixed dl.pl~mnenta Agun, the cumb~r of twna ● fine tmw acak must be
up(latcd dccrcaaes rapidly with tht tmw wale In a quartlc faahmt - fl-’ for
III- h.armonlc mcillator. for ●xample -- -while the proceamng cat scalrw otily wl~h
[he mverae of the tinw wale The total cat of procwlng the vrry fine time scaha,
then, m iinlte evsn aa the finest lewl IS dwcretlxcd for a smaikr ●nd ●rrmllrr Art
I hta In In romtraat to fourwr nccelernted nlgorlthms, whose proceaal~~g LIMFgrows



linearly with l/Ar, and to local-update Monte Carlo, for which proceeding grows
algebraically with l/Ar even faster than for the fourier moves.

Mu]tiwiddimg u expected to be ential up to the correlation time of the world
line — in our harmonic oscillator, thie time m ~ l/hu. For s syetern of many
quantum particke, thie arrelatlon time could be lon~er and could even diverge
critically. Again, the short time xalee (O large) requl:e ooly negligibly frequent
sampling.

To make the connection to other coUective rnovee, Itshould be noted that
founer mowe correa

r
nd to adding coeine wavee to the world line. In contrwt,

GOODMAN ad S KA L’s [4] approach may, be thought of au adding quare
puke. The linear-interpolation scheme mentmned here correeponde to adding
triangular pulea whae widths are the time ecake at which the pulea are added.

In Fig. 1, the
r

tential energy u plotted u a function of the logarithm C of the
number of Ieveb or ● sin k quantum partick of unit m at inverse temperature

tfJ s s in ● harmonic we d kvel cpecing b = 1. b the limit of few Ievela, C
small, the error due to using ● nonxero Trotter parameter Ar = 8 2-C reeulh
in large deviationa from the Ar + O limit (the dotted line). Three curves ue
plotted, each repreeav ing the carrm number of P* nge ●t the very coaraest
time ecak, ●t w hicb meemtremen~ of the potential ener

$
were made. Whik the

c~ kvel wu elwaye aempkd the same wnber time, finer Ievek were
only visited with rel@ive sampling frequency - Q-?, where, drswittg from the
fourier picture, fl u the imagin

Y
-timefrequency Camapoodiag to the timeecde

- 1/0. The three curvee are ot p = 1,2,3. Notice that tbe three data *
are ~tially indietingukbabk. Both the data paota and the error bare are
inde~ndent of p; berm, it u not impXtMt to vieit the fine time ecdee often. [0
part~cular, for p = 3, oaly ● finite amount d computer tiau would he opent *
the fin- ecabe even whik the number of mch Ieveb P to Mnity. Meanwhile,
it ie ako clear from the syaterrmtic errom at WnaJl G that it ie crucial to include
thaaa fios iime ecake to reduce the error due to the ‘IMter bmaku . Notice that

fthie statement u equivalent to the need for ergodicit — including oe time ecala
Lis of DO ccmeequence if them kveb ue never eurtp . Our ruk of thumb from

the hwmocuc ~xi~ W, e@n, u that p u 4 Mere the kt stattitic.. In our

~’H,8Z;’nK73kr’~? C &!%%5!Le5ZTG c!ik%’” “ ‘O’

G
[’I I Potmtl.tl ?nergy aa a functmn of Iogarlthm of the number of levels for three

idI trent m.rnphut frequ?nclce of tiw short time ecalee



To cloee out thirt section on the quantum particle, we may summarize by saying
that multigmi methods ailow one to study the limit Ar - 0 in a finite amount
of computer time. (if one chose to store ail the path interpolar ions, however,
the memory requirements would grow. ) These metboda offer efficient fiumerical
aolutiorta for quantum probierrm — indeed, this singie-particle illustration wae

mot ivated by work in progr~ on anharrnonic lattice dynamics, whoee treatment
by Iheae methods is quite straightforward. M ult igridding ailows one LOmake large-
scale mown through configuration space by stochaaticaily ●hmhatlnb degwe of
freedom on smailer scai-.

Nevertheless, one shortcoming, reflective more of path-inte al formulations
rather than multi Id Monte C*-! iteeif, must be met)tioned.

r
# e have diacuaaed

meeauremerwx of n -tirna-acak ohaervabiaa, retch - the potentiai ener
? Y

of the
system. U nfmurmte y, many intemeting quantities — the specific heat an kinetic

8
energy, ae exam le9 — depend on short-time behavior. AMdiacuaaed above, how-
e-’er, the nondi erentiabihty of quantum world linee makea measurement of such
quantities ditticuk. lncluaton ofshort-tirnc contributiott~ is required to rerrmve ay-
ternatic errom in the rrteaaured averagea. $bort titrw scab contribute littk to the
averages but subatantiaily to the notae. Sampling thae fiuctuationa more often ia
an urm!trutive tact as this would be quite time cottauming, even in a multigrid ap
preach. Severai short-tirrw-de endcmt ohaervabies, fortunately, cart be e.xp- in
terrrw of long-time ●ver-. f hes cific heat, m ninny Monte Carlo workers weli

fknow, u often beat meaaured by d ~ erent iat ing the energy, which m iae dependent
on short times than the specific heat i-if, than by maeuring iluctuationa is the
●nergy, which u whst a specific-heat

T
erator would do. The kinetic energy, in

turn, can be me-ured using the viriai t ecwem. Aa ● generdizatioo, we note that
the expectation value of the commutator of’ the Hatni.itoaian ff = T + V with any
operator .4 u zero. Thus, < [T, A] >= - < [V A] >, Since T+-p2, [T, A] hae one
fewer factor of t and one rrmre f~tor of p thart doa A. On the other hand, V
IS composed only of pmition var;skdea and ao [V, A] bas une more factor of z and
one fewer factor of p timrtdoea .,. This identity, therefore,rektes the weraga of
quantitwe with diflerertt numhem ofp’a, which have great short-time &pendettcea,
and Z’B, which have only bog-time dependence. For exampk, A = zp givee the

i
vwlai theotem < p~/2m >=< ~V’ 2 >. In practice, brig-time atlmeAora do not
ex]st for Al obeervttbka and what t ●y do they are not aiwaya well behaved. Alter-
natively, one can ●xpraa rneaauremenm u sutm of ccmtributiotta from from each
of the separate time acaiea u we aaw in (2.6), for ●xample, for the kinetic-ener

?’contribution ~ to the action. The coatrlbutloas, of COU-, become progrenive Y
more noisy m one goes to shorter time acaka. Orr tbe @her hand, in the Iirnit of
short tune scab, one may construct atitrtatee of the coatrlbutiona thd depend
only on kng-lti ●ver~ea. For exampb, for ST, the axttributiou from the •h~t-
eat time scak ix < m(SO - (z+ + r. )/2)2/(Ar Ii)a >. Sitttw correlatnttta such
as < Y(r + 3r)r(r) > and < z r + Ar)s(r - Ar) > can be written for m~

tA r aoiely m terrrm of functions o pcmtiotl cfxmiimtae (functions oft, V, and Its

derwatnwa), bng-ttme atimatea of abort-t irna contribut ione to weraga can he
constructed. It IXnot clear how useful thk approach u in practice.

Of cowae, one could mrnply hve with xrtmil Ar errors rind settle for umng
muitlgrtdding only to beat critical abwtng down, which may arme m rrmny-body
problerm.

Sow kt us turn to the qutmtmn of probkrru with discrete excttacmna In the cw
of Potts modeia, for exampie. chan~ m the ener

Y
cieariy must come m finite

quanta wh~ ‘h are not smaii on an ener
?

acak em Iy the crltlcd temperature I
Include not oniy sjaterna deacrlbea by iacrete degma of fredom, but dao mod -
ris .wlth continuous vanabiea which ttave dlacrete ●xc~tatmns in the Cl tl- ai Xy

nm(!-i, for Inntmnce, the spin vumbim are continuous and gIVP me to tlnuous
•xcitatmn~ such w npm wnvrx ‘rhey aLXOdiow ,imrtrte exrltatmts, huw .~r. rnurh
aa Indlvuluai vortma, which charut~ruc the ph- trmnaltmn at the h(~terlltz-



Thoubeu kmpersture. Our etrategy k to design Monte Carlo moves on all kngth
scales with energy cbang~ dwsys of the tune, hopefully small, scale. Up to
now we have dbc~ on!y moves which are everywhere gradual. Unfortunately,
for diure~vfidk modeb, such rnmw ue no Ion&r p~ibk. For continuou~
veriabk modek, ~~ Mmte cub moviM are ~lbk, but they are ineffectual
m therrnahzing the discrete excitations. Alternately, one could consider making
mm-gradual MOWMover domti~ of variables — Ilippin a prescribed ~ornun of

fking s ins, for example, or rotating ● srkcted domain o !SY spins. Th~ moves
1suffer om exponentiuliy decreasing acceptance ratioo amthe domains

f
Ow, mean-

ing teat in practice the simulation still does not incorporate Iarpsc e moves.

Here I wiU d-ribe s stochotic coarsening procedure propoeed by BRANDT
[6] which allowe performing bed upd~ on s mUMr length scale ●ven without
mcre~ing the scale of energy chutga (which would decre= the acceptance r-
tie). Ueed in conjunction with multlgridding techniqua, thk procedure allow. the
simulation of many-body prcbk~ without any critical slowing down.

We eliminate the finest kngth scales and ao reduce the number of degrca of
freedom with s stochastic couuning procdure. Dkregarding gmxnetricd consid-
erations for the moment, consider ● model whose thermodynamics are governed
now by a cl~ical Hamikonian H = /f. + V, where f-tom of -L3 = -l/&Bl’
have been absorbed into H. Ike, k8 ●nd T ue Bdtaatann’a conotant utd tbe
tempemture, rapectivel , and Ho ~ someti easier to Atrdate than theori@nal

dHuniltoniM. The prob ility d finding the cyuem in mme - Q * proportmrml
to the BoJtxrrmM wei#t exp(H(Q)), where H(Q) is the energy d the system in
state Q. We may “kIU” the contrtbuticm V to the Eamiltoaian stocbuticaily
by either “dekting” it with probabilky pd = cv exp(-V(Q)) or by “freesing” it
with probability pf = 1- pd. If the irtterectioa u fkmen, only statea Q’ with

= V(Q) ue cortoidered in the ensuing ●imubtkm. If the intemction u
~~k?~, no ouch tiriction u placed on the ctata. Ia either caM, tbe t-
dynamkx ue subee uett?ly ~aed only by tbe eimplifled HurtiJtoniaQ f10. The
coefficient cv must L c-n DOthat pd, pf c [0, 1] — pd and PI must be prob-
bilitieo. The largestchoice d w produca tbe kst et~~ics. By amumption, Ho
is easier to study th- H and eo the ainndation will proceed more ef5cieotly than
before.

Clearly, thti procedure u stron y ergodic tice there m alw~ ● nonsero prob-
I!csbility that no restriction wiU be p ed on the miundatioa, 4Uowing nonzero tran-

titiu.n probc,bilitia between d stabs. It also xkti detakd balance. To aoe
this, firet coruider two ~ Q and

“~l;i?b~;~;d~~; ‘r-t’-fromone state t4tk80thercaatakep

(3.1)

where 20 u the putition function for tbe reduced Hunikm.iM. Now,

T(Q —Q’)=e -V(Q) #d@) #fdQ’)+v(Q’) ~n(a’)

T(Q — Q) e-~(Q’) ewe) = #dtl)+wcJ) = ~
(3.2)

Aiternuively, If V(Q) =

T(Q —“ a) =

.=

V(w), the interaction V’ may either be dekted or frcmen

●HdQ’)
~v ~-V(Q) —+(1Zcl -@ ?-V(Q))~;+

o
~v , -V(Q)

(—
+ 1- Cv C-V(Q)

Z(J z~
) ~rf.(a’), (3.3)

where Z{ u the partltwn functmn for the reduced ~~toniu over the restricted
space. Then, umng L’”(Q’) = I’(Q), we find

I-(Q — g) ~Afo{Q’) #b(Q’)+~(Q) ~lfo(Q’)+v(Q’) ,lf(Q’)
—,.— =

T(Q — Q) = ~MdQ) ~~.(Q)+~(Q) = ehd Q)+ b’(Q) = ~ ‘
(3 4)



completing the proof of detailed balance.

.

.

In practice, }{0 ia stiu nontrivial to simulate efficiently and eo additional terrm
of the $4tiltaiM mut be killed. After kiUing ail the interactions m H, one
arrivee at a system which is compktely decoupled — and ao ia trivial to simulate
— but it is subject LO aII Mbitruy set of reatrictione on i~ staten,

As m. exampk, coneider the Iaing model H = ~<,j > K,, %*J. The optimal
probability for dektion u pd = exp -K, ( 1 + S,S )). ~nteractione between an-

AftiparaLel spiru will always be delete ; on y paraik~ spine can be frozen together
in ferromagnetic models. We may kiU the interactions K,j S,sj one at a time until
we are kft with irre lar, fractal blocks of spins which ~ compktely decoupled

rfrom one another. T u coareened cystem u trivial to study and eo statistic over
many such coueenings ue ●aeiiy gsthered. Thie procedu.v differa from standard
block-spin projection methods in that here blocks ue generated in a stoch~tic
manner and -e generally of irregular shape. As one can eee, for Potte modeb
the coamenm procedure u Identicd to that used by SWENDSEN and WANG

t[3]. Due to t e reetrictione thbt ere introduced, however, Swendeen and Wan
stall observe critical sbwing down, albeit with a considerably reduced dynamic 3
exponent.

To ●liminate critical slowing down completely, we incorporme the stochastic
blockin procedure M part of a multigrid ecbenw. Imtead of careening the qatem

Funtil al that wmaine ue large, decoupled biocb of spine, we coueen out only the
very fines: kngth eceJ~ at each level of the mukigrid dnithm. The cmamened
system u CO- of ernail blocks, typically ail of screw MI all len h ecaie b, which
interut according to ● reduced Hamiltoniut. We ha= e.”plor $ eeveraf waye of
kiliin only fine length ecaka; perimpe the meet transparent, though perh~ aleo
not tL best, u one in which eorne fractioo d the bode aekcted at random ue
kilkd. The coupling bet- two c~ block imthe sum d the living couplin~
that cmmect fineiattice spinu froaen to th~ blocks. Notice that long-range in-
teraction. may be generti, but they ue improbahk and their presence d- not
influence the cower oce of the algorithm. The reoul~t “simplitlea” qetem u

rstored. Itu studied y further Coueening.

W’hik Swendaen -d Wang c~ned their Potte lattices completely for each
Iteration of their simubtiona, we return to interrrwdiate length scaka. In particu-
lar, we coueen the lattice y tima at each kvei of proc~ing before returning to
the next finer kvei. In this ianguage, Swendaen end Wang, in ●ffect, uee y = 1. To
“uncouaen” the system, decoupkd blocks abouid be eet to some arbitrary value
of Spm, afI fine- iattice spine should be aet to the block epic to which they wem
frozen, and the fine-latt ice coupiin~ ●houid be ~tored. h4etropoiie updatea may
be performed ●t an kn h ecaie by uam ● standerd Metropolis aigcmtbm on the

[r %biock cptne ●t that engt scale ting the amiitoman appropriate to thti biocks.

Our Monte Carb method “cycia” through ail (he vuiou kngth acake.[4] At
each intermediate iength ecaie, the system u coueened y tima before it is unco~
ened. Each time the qetem reachea the couaee t kvei, u which aii the blocks are
decoupkd, measurement may be made and the sysbm ie muwediateiy unc~
erned. The cyck en& each time the beet ievei u reached. A few Metropoik ●reepa
are performed between ccxueen in- utd uncoarwen in~. Tha Metropoiti sweepe
are not ~ntmi to defeating critical sbwing down and, irt practice, perforrruI*g
more than one such sweep at ● tim te ineflectwe m xcek;ating tbe procedure.

We carrwd out eirnui8tione of the d = 2 Ising modei on square iattmx from
42 to 1283 mtee with petmdic boundary conditions, uamg ● cycie of T = 2 with

J
reecalin factor h = 2. Stutin from fuli magnetized statea, we meuuIed the
decay ! althe energy to its equI iimum v ue for an erwembk of configuratlona
“The ●nergy reiaxa!icm waa deecribed b an exponential decay with, nur rum Iy,

Kno ducernabk Aort-tme trmsknts T c reiaxat Ion tirnee were r( L.) = !6 * $5
Independent of ilnear sue L for L > i6 In contraat, other Monte Carlo aigouthrru
show crltlcai sbwm~ down — r( ~) ~ L’ -– with dynarmcai exponrntfi : % 2 1
for standard Slngk-spin-filp %fonte Cario and : % O 35 for Swendsen and \f’nng”s



method. Similar measurements for the magnetic susceptibility at criticality showed
the relocation time saturating at r = 7 * 2, again at L = 16, fm our algorithm.

But how does our approach eliminate critical slowing down? The first answer
IS simply that it does and not every algorithm that allows Iarg&scale Monte Carlo
mows ac$ievm this. If the coamening procedure tended h create coarae lattices
w]th higher connectiviti~ or st~nger bon& than those of the fine Iatticee, the
acceptance ratioa for the large-scale moves would become prohibitively small. On
the other hand, if the connectivitiea tended to be lower or the couplin s weaker,

#blocks would become decoupkd at short length scaks and largescak ipe would
not be poesible. Thus, in addition to the em irical evidence that our multigrid

al’\lonte Carlo algorithm produces a dynamic exponent z = O, it is important
to note that we find that our couaenin

dV
rocedure yields similar distributiona cf

bonds and conrtectivitiea in lattices at I ●rent length acala.

Swendsen and Wang also produce Monte Carb movu that flip blocks at aU
len th ticaks. Why then do the not achieve z = O? Conaider, again, the multi-

fgri coarsening procedure, whit i eaaentially treatainteractions first at the finest
iength scaka and then at increasingly longer kn h acaka. The reaeon this is only
“eaaentiaUy” true m that the varioua bength ac& cannot tM treated compktely
independently — to eorne extent, whenever an interaction u %osen” at a fine
len th ecale, restrictions on the aUowed st~ are introduced at all couaer kngth
u & M well. For exampie, if interaction are killed (more importantly, frosen)
up to some kngth acak, then the coarmmed Eamiltoniau were simulated infinitely
fast, and finaUy the fine-bttica s h ratored and the procedure iteratal, there

$would still be a corrdation time. hat timeWOW gmw with &he number of kvek
that had been froaen and from ocaling arguments we would conclude that the rate
of growth would be independent of level nucdwr. Physically, it would be nice to
decoupk all the various kn h acaks. In ractice, we do not know how to desi n
stochutir coarsening prA It’ furaa thatwi do thrn for nontrivial models. Resu ts
ony= 1 cycka tell u to what extent a particular coarsening procedure inter-
locks the length stake, meuuring the amount of corrdationa that have built into
the simulation by kiii.ing interaction over some number of length sca!ea. Thus,
each level must be visited Ymn times more oRen than the next finer kvel, where

= b’1, 6 is the kngth reecalinq factor which deecribes the degree of coarsening?mln
that takea place between conaecutwe Ievek, and Z1 w the dynamical exponent for
~ = 1 cycles. We find that Z1 u in fact scale invariaat and, for the coarsening
p::~ure that we and Swendaen and Wang u-, u Z1 = 0.3S for the d = 2 Iaing

ExponentiaUy many ~.r~uin~ must take place at the ~r levels. This
increased procaing u acceptable since procdng at couaer levels u cheaper
due to the smaUer numbm of degrees of fkedom. Indeed, the work function k stiU
proportional onl to lattice aiae ao lon aa the incr- in the anmunt of p~in

i \ e?is srnalkr than t ● amount by which t e number of degreem of freedom u reduc :
~ <6’, where d is the di~nsiontity of the system. This u riot ● practical difficulty
since the dynamical exponent foc the 7 = i cyck is typicaUy muc~ amalkr than
the dirnensiouality 4 the qmtern for the Ising (9 = 2 Potts) ~del, compkte
elimination of critical dewing down for a finite unount of proceoamg tune per cite

o=<y<babt~~requires b ~d bon : 7 < ~ in three dimensions.
For the Ystate Potts model m two dirmenaions, 3°6< y < b’. In our simulations
for the tw-dirnensiaml Ising rnndei~ we rhrme y = 2 and b = 2, which u clearly
wtthm the regime d no critical slowing down.

Aside hrn pxnetrical cowiderations, 12 is ckar that it ia moat eficient to
perform mat of the proceuing at the coaraest Ievela, f-r which there are the fewest
degrees of freedom. The rok d rrndtigrid ideu and tne above scaling arguments
IS to 9ugge9t coaraenm

#
schermx and ~usmeter regirms for which the procesmng

time ISnot only Iower* but, in fact, critical sbwmg down is eliminated completely.



In multigrid methods, one coaraena the degrea of freedom to reduce the compu-
tational complexity of the problem and to enable local procemi.ng at CO- levels
to effect larg~scak changes on the fine lattice. In multigrid Monte Carlo, random
proceaaa are used both to repraent coarsened interactions stochaatically, but ex-
actly, and also to update the coaraened degreer of freedom with local ,Monte Carlo
moves.

In the longer range, the a plication of multigrid Monte Carlo to frustrated
systems would be intereatin .

%
t ‘niform frustration preaenta no special difficulties

In contrast, it ia not clear ow beat to model spin gkaea, which have random
frustration.

Some of this work WM motivated by studies of dynamica. While the advantage
of techniqua that beat critical slowin down u that they change the dynamkx

fof the system, relating the dynamics o a d-dirnenaional model to the equilibrium
statistical meckanica of a d + I-dimenaiond problem [10] allowa one to employ
multigridding for nonequilibrium studia.[11]

Finally, a number of interesting technical questionu remain. How, for instance,
doa one optimize the coarsening procedures to reduce ctatiaticd noise and to
minimize the number of visits to the fin-t levels? What ways ue there of con-
structing tmtimators which have minimum noise and depend only on very large
scaks? How can one further K:mplify complicated effective potentiala cm coarae
Ien th acdea stochaatically? And what detailed tests can be performed of the

faca ing conjectures presented above?

But moat of all, multi~id Monte Carlo is still a very young claaa d Le&tiquea.
Clearly, a great deal of work in the near future will conaiat simply of knocking
down straw men — multi idding strai

T P
t-forward Monte Carb mrnulationa in

order to draw up ● more engthy M o credential. Amen such SYC*IIU us
IImodels with both contiguous and discrete excitation, ●cn = t e XY mode!, with

its spin wava and independent vortices, and rnany-boaon !hailtonims, which are
described by continuous world lines u well a discrete em:hange effec~.
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